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Abstract

Online social data has been hailed to provide unprecedented insights into human phenomena
due to its ability to capture human behavior at a scale and level of detail, both in breadth and
depth, that is hard to achieve through conventional data collection techniques. This has led to
numerous studies that leverage online social data to model or gain insights about real world phe-
nomena, as well as to inform system or methods design for performance gains, or for providing

personalized services.

Alas, regardless of how large, detailed or varied the online social data is, there are limits to what
can be discerned from it about real-world, or even media- or application-specific phenomena.
This thesis investigates four instances of such limits that are related to both the properties of the
working data sets and of the methods used to acquire and leverage them, including: (a) online
social media biases, (b) assessing and (c) reducing data collection biases, and (d) methods
sensitivity to data biases and variability. For each of them, we conduct a separate case study
that enables us to systematically devise and apply consistent methodologies to collect, process,

compare or assess different data sets and dedicated methods.
The main contributions of this thesis are:

(i) To gain insights into media-specific biases, we run a comparative study juxtaposing social
and mainstream media coverage of domain-specific news events for a period of 17 months.
To this end, we introduce a generic methodology for comparing news agendas online
based on a comparison of spikes of coverage. We expose significant differences in the
type of events that are covered by the two media.

(i1) To assess possible biases across data collections, we run a transversal study that systemat-
ically assembles and examines 26 distinct data sets of social media posts during a variety
of crisis events spanning a 2 years period. While we find patterns and consistencies, we
also uncover substantial variability across different event data sets, highlighting the pitfalls
of generalizing findings from one data set to another.

(iii) To improve data collections, we introduce a method that increases the recall of social

media samples, while preserving the original distribution of message types and sources. To
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locate and monitor domain-specific events, this method constructs and applies a domain-
specific, yet generic lexicon, automatically learning event-specific terms and adapting the
lexicon to the targeted event. The resulted improvements also show that only a fraction of
the relevant data is currently mined.

(iv) To test the methods sensitivity, to data biases and variability we run an empirical evaluation
on 6 real-world data sets dissecting the impact of user and item attributes on the perfor-
mance of recommendation approaches that leverage distinct social cues—explicit social
links vs. implicit interest affinity. We show performance variations not only across data
sets, but also within each data set, across different classes of users or items, suggesting

that global metrics are often unsuited for assessing recommendation systems performance.

The overarching goal of this thesis is to contribute a practical perspective to the body of research
that aims to quantify biases, to devise better methods to collect and model social data, and to

evaluate such methods in context.

Keywords: Data biases, evaluation, social media, crisis computing, recommendation systems,

data collection, domain knowledge
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Abstract (Italian)

Al dati sociali on-line é ormai riconosciuta la capacita di fornire approfondimenti senza prece-
denti riguardo i fenomeni umani, data la loro capacita di catturare comportamenti umani ad una
scala e un livello di dettaglio, sia in ampiezza che in profondita, difficili da ottenere attraverso
tecniche di collezione dei dati tradizionali. Questo ha portato numerosi studi che fanno leva
su tali dati on-line per modellare o acquisire conoscenza sui fenomeni del mondo reale, allo
stesso modo per dare informazioni sui sistemi o progettare metodi allo scopo di incrementare

le prestazioni, o per fornire servizi personalizzati.

Purtroppo, indipendentemente da quanto grandi, dettagliati e variegati siano i dati sociali on-
line, ci sono limiti riguardo cosa pud essere dedotto da essi riguardo fenomeni del mondo reale,
o anche riguardo fenomeni specifici dei media e delle applicazioni. Questa tesi investiga quattro
istanze di tali limiti che sono relativi sia alle proprieta delle collezioni di dati prese in esame, sia
ai metodi usati per acquisirli ed utilizzarli, includendo: (a) polarizzazioni degli on-line social
media, (b) valutazione e (c) riduzione delle polarizzazione nella collezione dei dati, e (d) sensi-
tivita dei metodi alla polarizzazione e alla variabilita dei dati. Per ognuno di essi, condurremo un
caso di studio separato che ci permettera di concepire sistematicamente e applicare metodologie
consistenti per collezionare, processare, confrontare o valutare sia collezioni di dati differenti

che metodi dedicati.
I principali contributi di questa tesi sono:

(i) Per acquisire conoscenza nel merito delle polarizzazioni specifiche dei media, effettuer-
emo uno studio comparativo giustapponendo la copertura dei social media con quella dei
media tradizionali riguardo notizie ed eventi specifici dal dominio per un periodo di 17
mesi. A tale fine, introdurremo una metodologia generica per confrontare on-line le no-
tizie basata sul confronto dei picchi di copertura. Esporremo differenze significative nel
tipo di eventi che sono coperti dai due media.

(i1) Per valutare le possibili polarizzazioni tra collezioni di dati, eseguiremo uno studio trasver-
sale che assembla ed esamina sistematicamente 26 collezioni di dati distinte, contenenti

messaggi provenienti dai social media durante una varieta di eventi di crisi che coprono



(iii)

(iv)

un periodo di 2 anni. Mentre troveremo schemi ricorrenti € consistenze, scopriremo una
sostanziale variabilita tra differenti collezioni di dati riguardo eventi, evidenziando le in-
sidie nella generalizzazione dei risultati da una collezione di datiad un’altra.

Per migliorare le collezioni di dati, introdurremo un metodo che migliora il recupero dei
campioni dei social media, preservando al contempo la distribuzione originale dei tipi di
messaggi e delle sorgenti. Per localizzare e monitorare eventi specifici del dominio, questo
metodo costruisce ed applica un lessico che sia al contempo specifico del dominio ma
generico, imparando automaticamente termini che sono specifici dell’evento ed adattando
il lessico all’evento mirato.

Per valutare la sensitivita dei metodi alla polarizzazione e la variabilita dei dati, eseguiremo
una valutazione empirica su 6 collezioni di dat provenienti dal mondo reale, sezionando
I’impatto degli attributi dell’utente e degli elementi sulle prestazioni degli approcci racco-
mandati che fanno leva su indizi sociali distinti—collegamenti sociali espliciti vs. affinita
implicita su interessi. Mostreremo variazioni di prestazioni non solo tra collezioni di dati
differenti, ma anche all’interno di ogni data set tra differenti classi di utenti o elementi,
suggerendo che le metriche globali sono spesse inadatte per valutare le prestazioni dei

sistemi di raccomandazione.

L’ obiettivo generale di questa tesi ¢ quello di contribuire una prospettiva pragmatica al campo

della ricerca che ha come scopo quello di quantificare le polarizzazioni, di concepire metodi

migliori di raccolta e modellazione dei dati sociali, e di valutare tali metodi nel proprio contesto.

Parole chiavi: Polarizzazione dei dati, valutazione, social media, raccolta dei dati, conoscenza

di dominio
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1. Introduction

“We live in a time when big data will transform society. Or so the hype goes.”
—Boellstorff, 2013 [38]

And the hype goes a long way. Yet, the excitement around the potential of big data' has com-
pelling arguments: It provides information at a scale and level of detail, both in breadth and
depth, that would be hard to achieve through conventional data collection techniques, such as
surveys and user studies [39]. This breadth, depth, and scale opened unprecedented opportu-
nities to provide insights and to answer significant questions about society, policies, or health,
by analyzing digital traces, social media interactions, query logs, health logs, and government
records, among many other data sources [27, 39, 89, 130, 194, 268, 274, 311].

Social “Big” Data

Yet, while big data can come from a multitude of sources and can be used in a variety of
applications, much interest is placed on the so called online usage, social or behavioral data [39,
130]—or, in other words, on the “found data”, as Harford [130] calls it. This data typically
includes digital traces produced by (or about) users, being often hailed to provide insights into
how people communicate, connect, behave, what they like or whom they trust [119, 182, 194,
311]—and it is what interests us in this thesis. Thus, here, we make a distinction between this
sort of data and other types of big data, such as the ones drawn from the Large Hadron Collider’s
experiments, from genetics, environmental sciences or astronomy [130, 141], and throughout

the thesis we refer to it as social data, which we consider to be a broader umbrella concept.

The attention around online social data has particularly grown with the proliferation of “a class
of web sites and applications in which user participation is the primary driver of value” [125],
referred to as the Social Web. To highlight the collective and the user-driven nature of such
data, researchers have coined a variety of terms to refer to it including “human traces”, “usage
data”, or “wisdom of crowds” [25, 26, 89]—see Table 3.1 for a more comprehensive sample of

references to social data. The core idea is that this sort of data can be used to understand both

'A quite poor, vague term [27, 130, 39].
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Table 1.1.: Examples of references to social data in previous work.

user generated content [55] ‘ behavioral logs [89] ‘ social media data [22]

database of human activities [311] ‘ crowd-sourced data [104] activity tracking data [299]

usage data [26] or logs [325] ‘ personal data streams [299] ‘ wisdom of crowds [25]
| digital traces [39]

social web [125] | query logs [268]

individual-level behavior and large human phenomena, as well as to offer users with personal-

ized services tailored to their needs.

The diversity of social platforms—from recommendation [207] to social media sites [220],
of purposes—from finding information [326] to keeping in touch with friends [191], as well
as of data points meanings and semantics (e.g., clicks, likes, shares, social links) [311], has
led researchers to explore the potential benefits of these data for a variety of domains and
applications—from providing affected populations or response agencies with actionable infor-
mation during crisis situations [262] to observing the variations in culinary preferences across
geographical areas [6]. For instance, in the context of medical domain, the utility of social
data has been probed by research investigating how to improve or replace traditional systems
for detecting disease spread with either social media posts [190, 275] or search logs [114], for
tracking suicide risk factors [157], for discovering drug side-effects [337], or for identifying
recent mothers at risk of postpartum depression [73]. Social data can, in fact, address the issue
of finding enough “participants” to conduct a sizable study that has often been an important
impediment in fields like medicine or political science [268]. It can also allow an exhaustive
comparison of users across groups or individuals being often used to personalize services, even

if this means providing tailored health advice [299] or what movie to watch [33].
The Limits of Social Data

However, regardless of how large or varied the working data sets are, there are significant ethical
and functional limitations to what can be discerned from social data about real-world phenom-
ena (online or offline), or even about media or application dependent phenomena—which have
yet to be rigorously addressed [274]. Additionally, while the properties of the data sets might
vary, there are shared challenges independent of the peculiarities of the data source or appli-
cation, the platform from which they are collected or the type of data that is collected—albeit
some of them might be more prominent within specific contexts or for certain stakeholders. For
instance, the data sets might not reflect the relevant offline or online populations in their en-

tirety [311] since, often, different demographics tend to be drawn to different social platforms



1.1. Research Problems and Contributions

leading to important population biases [274]. Additionally, the boundaries of the analyzed data
sets are often set by a handful of keywords used to query them [311], or the data might not even
be available since users are more likely to share information about their positive and extreme

experiences, rather than about their average or negative ones [126, 170].
A Case-Study Driven Approach

The overarching goal of this thesis is to explore various types of limitations or biases that
surface when working with social data across or within media, but also semantic or application
domains, in order to quantify them and to provide insights into how they can be leveraged
to build dedicated tools (as opposed to general purpose ones). To do so, we conducted four
case studies, each focusing on a well defined working domain—social media in crises, climate
change news, and recommendation systems—for which the required data is accessible, and that
are representative of other domains, allowing us to explore various types of challenges that arise

when working with social data.

Such a case-study driven approach is akin to the “model organisms” approach in biology that
refers to the practice of selecting a few species that are widely studied due to various exper-
imental advantages (e.g. accessibility, ease to obtain and maintain, short life-span), in order
to understand fundamental biological phenomena [311].> While there are limits to such an
approach—as the “model organism” (or, in our case, the working domain) might under- or over-
represent their kind—by allowing researchers to focus on a common set of problems, tools and
data, it facilitates a better understanding of basic, fundamental mechanisms and properties of

their taxa.

1.1. Research Problems and Contributions

In this section, we formulate a set of broad research problems (RPs) concerning various chal-
lenges to leveraging online social traces in order to understand or predict human behavior,
within the context of which we frame the contributions of this thesis. For each of them, we
highlight the specific contexts (defined by domains and applications) in which we study them,
taking what Tufekci [311] calls a “model organisms” approach.

There is a growing body of work [311, 64, 274, 39, 130, 121] that raises concerns about cur-

rent practices of using online social data that have been used to answer a variety of complex

>We note that Tufekci [311] has made this comparison with respect to the dominance of Twitter as the main social
platform of study, yet, we argue that the similarity also holds for popular application domains.
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Figure 1.1.: Overview of the relationships between the research problems we formulate in this
thesis. By real-world data we refer to data that can be obtained from both offline
and/or online sources.

questions about human behavior, as well as to offer commercial services to their users (e.g. rec-
ommendations of places [238] or friends [233], prediction of election results [242], modelling
of opinions [158]). The research problems we formulate here are grounded in this literature,
which we categorize in three main classes based on previous work [311, 274, 39]: (1) data
collections—stressing on issues of the working data sets, such as representativeness, biases
or completeness; (2) methods—focusing on challenges related to the design, evaluation and
accountability of methods that work with social data; (3) privacy and ethics—highlighting var-
ious ethical caveats such as avoiding discriminatory treatment or protecting users identity. We
emphasize on the first two classes, while we discuss the third when we lay out the context of

the research problems we address here, and at the end of the thesis.

RP1 (Data Collections): Social Media Biases. The prevalence of only a few media platforms
for the study of human behavior without appropriately considering their structural biases® [311]
has led to important concerns about what can be legitimately inferred from such online social
traces. As Tufekci [311] emphasises, the focus on a certain platform it is not by itself inappro-
priate, yet, more effort needs to be put into understanding the behavioral norms that are specific
to each online social medium [274]. Examples of using social traces to analyse or predict real-

world phenomena include the spread of influenza [130], the life cycle of news events [S1], the

3By structural biases we refer to biases as a result of platform-specific mechanisms that shape user behavior.
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use of online platforms for advocacy [280], during crisis events [150], or chatter about weather
events [170], just to name a few. Yet, how reflective is the online behavior within a given social
medium of other social media or of offline, real-world phenomena? Can the findings from a

medium be generalized to other media?

Contextualizing the problem. Empirical evidence suggests that social media communications
are predominantly inspired by events in the news [309]; and, indeed, in this context, an im-
portant area of inquiry has been the way in which online social traces—with a focus on social
media—echoes various types of events from sports [166] or economic events [273] to street
movements [294] and other crisis situations [150], as it is believed that it provides cues about
their impact [309].

Following these observations, our investigation focuses on events covered by mainstream me-
dia to understand how accurately social data mirrors them, and we are particularly interested in
the following questions: How much does social media reflect the news events covered by main-
stream media? Does it focus more on a certain type of news events? What are the characteristics

of those news events?

To tackle these questions, we devise a methodology for comparing news agendas online that
is based on the comparison of spikes of coverage. To operationalize what events of interest
are across different media, we define them in relation to well-defined topics. To this end, for
our investigation, we focus on climate change, and we use this methodology to compare the
coverage of climate change related events in social and mainstream media over a period of
17 months. While our study covers only one social media source, Twitter—a large one and
that is frequently associated with news [188]—our methodology helps to uncover a series of
differences in the type of events covered in the two media. This work is discussed in Chapter 4

and has been published in:

[244] Comparing Events Coverage in Online News and Social Media: The Case of
Climate Change. Alexandra Olteanu, Carlos Castillo, Nicholas Diakopoulos, Karl

Aberer. In Proceedings of 9th International AAAI Conference on Web and Social
Media (ICWSM’15), Oxford, UK, May 2015.

RP2 (Methods): Improving Data Collections. However, even when running a study that is
clearly confined within the context of a given platform, e.g. the representativeness, the com-
pleteness, or the precision of the working data sets with respect to the overall platform’s data
has been challenged [311, 121, 142]—these being often referred to as sampling or self-selection

biases [234, 235]. Notably, for social media studies, a lot of emphasis is put on API limitations
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(or data access limitations) [272, 121] and the problematic reliance on hashtag-based sam-
pling [213, 311, 44]. A key issue is that the choice of keywords and hashtags “is equivalent to
specifying the boundaries of a data collection: working with the wrong list of keywords might
cause relevant data to be missed” [121]. Additionally, for ongoing efforts to advance theories
on, e.g., how online platforms facilitate collective action, these practices and limitations have

theoretical implications altering our understanding of how these technologies are used [64, 121].

Contextualizing the problem. Again, these issues have often been raised and investigated in the
context of studying social platforms use during various events [41] such as natural disasters [64],
protests [311], revolutions [235], elections [108], or political uprisings [121]. In the case of
such studies, these issues are particularly important as, due to their sensitive nature, mistakes
can be costly—e.g. inaccurate predictions, due to missing or faulty data, of disease spread or
stock markets evolution can led to public frenzy, miss- or over-preparation, or to even losing
assets [64, 130, 193].

We follow this direction and focus on crisis situations, being interested in the following ques-
tions: Can we build more comprehensive collections without introducing too many false posi-

tives? Can we build collections that are representative of the overall platform data?

To this end, our strategy is to take advantage of domain knowledge and show that using a
domain specific, yet generic, lexicon containing terms that tend to frequently appear across
various domain specific events we can improve the quality (with emphasis on recall) of the
working data sets. We describe a systematic and general method to build the lexicon using
existing data samples and crowdsourced labeling. We evaluate it using several data sets of social
media communications during different crisis situations, and show that it leads to better trade-
offs between precision and recall than when obtained with crisis-specific keywords manually
chosen by experts. We also show that it helps to preserve the original distribution of message

types. Chapter 5 details this study, which has appeared in:

[245] CrisisLex: A Lexicon for Collecting and Filtering Microblogged Commu-

nications in Crises. Alexandra Olteanu, Carlos Castillo, Fernando Diaz and Sarah

Vieweg. In Proceedings of 8th International AAAI Conference on Weblogs and
Social Media (ICWSM’14), Ann Arbor, US, June 2014.

RP3 (Data Collection): Data Collection Biases. Applying a consistent methodology to collect
and sample data is good practice, yet there can still be confounding, external factors that impact
the properties of the working data sets. Thus, to test the robustness of findings and to understand

the generalizability of observations one should measure the social phenomena or methods on
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multiple distinct data sets [274, 41, 323, 110, 103, 323].

Contextualizing the problem. Referring to research on social media use during disasters, the lit-
erature review by Fraustino et al. [103] indicates that it “tends to examine one catastrophic event
(...) and then imply that the findings are generalizable to other disasters.” This is particularly
problematic as one important goal of this research is to reuse existing data assessment models
for future disasters, yet research has shown that, e.g., prediction models do not generalize well
from one data set to another, not even when the two data sets share common properties [152].
To this end, the questions that we are looking at here are: Can we generalize observations from
one data set to other data sets? What are the similarities and differences among the observed
patterns across working data sets according to extrinsic properties of these data sets (e.g. type

of event, duration, geographical spread)?

To study these questions, we analyze social media use during 26 crisis events and unveil a
set of challenges and opportunities related to the generalization of findings from one event
to another. Our systematic examination of a diverse set of crisis events uncovers substantial
variability across events, as well as patterns and consistencies. When automatically grouping
events based on similarities in the distributions of different classes of tweets, we observed that
despite the variability, similar events tend to be more similar to each other also in terms of the
distribution of information sources and types. This work is covered in Chapter 5, and the results

were published in:

[249] What to Expect When the Unexpected Happens: Social Media Communica-

tions Across Crises. Alexandra Olteanu, Sarah Vieweg, and Carlos Castillo. In Pro-

ceedings of 18th ACM Computer Supported Cooperative Work and Social Com-
puting (CSCW’15), Vancouver, BC, Canada, March 2015.

RP4 (Methods): Assessing Methods Sensitivity. Another area of concern is how to reliably
and systematically evaluate tools and algorithms to account for the biases across and within data
sets, with some researchers advocating for testing the robustness of findings and showing results
for more than one data collection or across different classes of data items in a collection [36,
274, 281, 311]; for adapting to platform changes (e.g. users might change how they interact
with the platform due to functional changes such as a new strategy for ranking items or a new
ability to share content) [75, 274, 323]; or for developing and using standard evaluation metrics

when they do not exist [83].

Contextualizing the problem. One of the most popular (and long-standing) applications that

leverage online social behavioral traces are the recommendation systems [305], which today
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are inescapable in a wide range of web applications, e.g. Amazon or Netflix, to provide users
with books or movies that match their interest. Particularly, the rise of the Social Web [125] has
created new prediction opportunities, resulting in an ever-increased integration of a rich array
of online social cues by the recommendation systems—cues that are acquired from users either
explicitly (e.g., through friend lists, ratings or reviews) or implicitly (e.g., search logs, social
interactions logs, visited websites) [36, 261]. Thus, given the diversity of social signals and
their triggers (e.g. even explicit social relations might stem from friendship, shared interests,
or trust), to understand if the conclusions about a certain recommendation strategy generalize
beyond the context of a certain data set, it is important to run the experiments on distinct data
sets, in order to understand their properties and how they impact performance [281]. As a result,
the questions we explore here are: Are the recommendation strategies performing similarly
regardless of data biases or variations? Are global metrics (i.e. metrics aggregated over all
data points) able to reflect the performance of a given recommendation strategy across various
settings (e.g. different application domains, platforms or user demographics)? Are there specific

data attributes that hint at the performance of one strategy with respect to another?

To answer these questions, we conducted an extensive empirical analysis on 6 real-world pub-
licly available data sets (including both the explicit social network among users and the col-
laborative annotated items), which dissects the impact of user and item attributes, such as the
density of social ties or item rating patterns, on the performance of recommendation strategies
relying on either the social ties or past rating similarity. Our results indicate that one cannot rely
on global metrics to assess a given recommendation system performance not only across data
sets, but also within each data set, across different classes of users or items. For instance, we
see that when the basis of formulating connections among users stems from plain friendship,
rather than from shared interests, the recommendation strategy relying on the social ties leads

to less precise recommendations. In Chapter 7 we describe this study that has appeared in:

[246] Comparing the Predictive Capability of Social and Interest Affinity for Rec-

ommendations. Alexandra Olteanu, Anne-Marie Kermarrec, and Karl Aberer. In

Proceedings of 15th International Conference on Web Information Systems Engi-
neering (WISE’14), Thessaloniki, Greece, October 2014 (Best Paper Award).

We note that, while we can dissociate these research problems, they are often contingent on each
other—e.g. the understanding of the biases of the working data sets can guide a tool evaluation,
which, in turn, can help re-designing it to account for them. Equally important, as we discuss our
case studies in detail, we also cover (although, with a lesser emphasis) a few other important

(yet, orthogonal) challenges: (1) the use of domain knowledge to contextualize the problems
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Figure 1.2.: Overview of the structure and the conceptual flow of this thesis.

and improve performance (a strong leitmotif of this thesis), and (2) data sharing which impacts
the ability to run our analyses on multiple data sets, as well as to ensure and support their

reproducibility and replicability.

Finally, we emphasise that, in this thesis, we seek to study the research problems described
in this section in well defined contexts, highlighting the limitations of current approaches and
outlining recommendations for studies that share similar challenges. We do not attempt to test
or validate them across all existing platforms, algorithms or domains. We discuss in more depth
the classes of challenges for the analysis of online social traces in the following chapters. This
thesis contributes a practical perspective to the body of research that aims to quantify biases, to
devise better heuristics to collect and model social behavioral data, and to evaluate algorithms

in context.
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1.2. Thesis Outline

We now give an overview of the thesis structure and highlight how the Chapters are grouped
and how they relate to the research problems we have formulated in the previous section. The
conceptual flow of the thesis is depicted in Figure 6.2, while the high-level relations between
the research problems are highlighted in Figure 1.1. The thesis is organized in three parts,
with Part I covering the broad context of the research problems we address in this thesis,
Part II describing two case studies that characterize social data sets by contrasting them with
real-world data or with each other (RP1: Media Biases and RP3: Collection Biases), and,
finally, Part III focusing on methodological challenges related to data acquisition and methods
evaluation (RP2: Improving Data Collections and RP4: Methods Assessment).

Part I: Background

Chapter 2 lays out the broad context in which we frame the research problems we tackle in this
thesis, by surveying relevant prior work that raises concerns and scrutinizes the limits around

the use of social data.

Chapter 3 briefly surveys social applications and platforms, along with examples of what kind
of data is collected from users. It also broadly describes the prototypical pipeline for social data

analysis.

Part II: Limits of Social Data Sets

Chapter 4 looks at media biases, exploring how accurately social data mirrors real-world data,
by focusing on events covered by mainstream media. For this, it introduces a methodology for

comparing news agendas online based on the comparison of spikes of coverage.

Chapter 5 studies to what extent observations made based on a single data set can be general-
ized to other similar data sets. To this end, it appraises the similarities and differences in social
media communications that take place during different crisis events, according to specific char-

acteristics of such events.

Part I11: Methods

Chapter 6 investigates how we can improve social data sets at collection time. It introduces an
approach for attaining more representative and comprehensive collections without introducing

too many false positives.

10
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Chapter 7 tests the methods generalization power and their sensitivity to social data sets biases
and variability. By focusing on recommendation systems, it shows that the relative performance
of different methods varies not only across data sets, but also within each data set, across dif-

ferent classes of users or items.

Chapter 8 concludes the thesis by summarizing the main contributions and outlining possible

directions for future work.
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2. On the Limits of Using Online Social
Traces

“We must ask difficult questions of Big Data’s models of intelligibility before they
crystallize into new orthodoxies.”—boyd and Crawford, 2012, [39]

This chapter lays out the broad context in which we frame the research problems we tackle
in this thesis by surveying relevant prior work. Here we focus on limits and concerns around
the use of social data as they are raised by previous work, while leaving to the Chapter 3 the
discussion about the typical applications of social data and the prototypical analysis pipeline

employed by such applications.

As the use of social “big” data flourishes as an area of inquiry about various dimensions of hu-
man behavior, the community has also started to ask important questions about good practices
and the limitations of using social data sets originating from e.g. social media platforms, search
engines, recommendation sites or location-based services, among others. Core issues include
data biases as a result of collection or sampling strategies [274], the lack of coverage or rep-
resentativeness with respect to the targeted populations [39, 121, 311], data access limits [41],
biases due to platform and media specific norms [274], algorithmic stereotyping and profiling
of users [57], or privacy risks [320], to name a few. We organize such issues highlighted by

prior work in three main classes based on [39, 274, 311]:

(1) Limits of data collections: surveying existing challenges when working with social data
sets such as representativeness, validity, population and sampling biases, completeness, or
temporal variations (Section 2.1);